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Main thesis

Main thesis RandomneSS

% My suggestion

< Some results IS eqUivalent to

< In this talk

Martin-Lof

randomness D|fferent|ab|l|ty

Versions of integral
tests

Broof by Demuth, Nies et al.
Summary Then Why?
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My suggestion

Main thesis A teSt

< Main thesis

< Some results IS eqUivalent to

< In this talk

Martin-Lof

randomness dan |ntegra| teSt

Versions of integral
tests

oo Integration IS closed related with Differentiation.
Summary In this talk we will see the former relation.
The latter relation needs to be studied further in the point of
view of computability.
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Some results

Main thesis

P T— random integral test differentiability

# My suggestion weak 2-rd. a.e. finite a.e. differentiable
— Martin-L6f  c.e. bounded variation

Martin-L6f computably ? non-dec. or Lipschitz
randomness . . .

Vorcione of Schnorr c.e. & comp. int. Lipschitz & comp.

ersions of integral ] ) ]

IG5k In variation norm

Proof Kurtz comp non-dec. & comp. deriv.

Summary
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In this talk

Hainkiesia ® We recall algorithmic randomness notions.

< Main thesis

% My suggestion

 Some results ® We review computable functions from [0, 1] to [0, +o0].

Martin-Lof ® We characterize the algorithmic randomness notions in

randomness

Versions of integral termS Of |ntegra| teStS

tests

Proof

Summary
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Main thesis

Martin-Lof
< Martin-Lof
randomness

% Integral test
% Differentiability

Versions of integral

— Martin-L6f randomness
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Main thesis

Martin-Lof
randomness

< Martin-Lof
randomness
% Integral test

% Differentiability

Versions of integral
tests

Proof

Summary

Martin-Lof randomness

On Cantor space 2“ we consider the product topology and
the uniform (Lebesgue) measure L.
The cylinders [o0] = {A € 2¥ : ¢ < A} are the base for the

topology.
A c.e. open set is a union of a c.e. set of cylinders.

Definition 1. A Martin-Lof test (or ML-test) is a sequence
{U,} of uniformly c.e. open sets with u(U,) < 27".

A sequence A passes a ML-testif A & (), U,.

A sequence is Martin-Lof random if it passes all Martin-Lof
lests.
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Integral test

Main thesis We |dent|fy 2% Wlth [O, 1]
Martin-Lof
randomness

# Martin-Lof Definition 2. A functiont : |0,1] — [0, 4oc]| is c.e. if the sets

randomness

% Differentiability {Qj’ - q < t(ﬂ?)}

Versions of integral
tests

are c.e. open uniformly in q € Q.
A c.e. function is an integral test if f[o jt@)de < 1.

Proof

Summary

Remark 3. We can replace [ t(x)dx < 1 with [ t(x)dz < oco.
Proposition 4. TFAE:
® A real z is ML-random.

® t(z) < oo for all integral tests.
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Differentiability

Main thesis Recall that f is of bounded variation if

Martin-Lof
randomness
< Martin-Lof

n
d
ijTn’[(;rgr;rre]ltlaf:s’[ Sup Z ’f(tz—i—l) o f(tz)‘ <0
i1

Versions of integral

tests where the sup is taken over all collections ¢t; <ty < ... < t,
Proof in [07 1]

Summary

Theorem 5 (Demuth; Nies, Brattka and Miller). A real
z € 10,1]| is ML-random <= every comp. func. f of
bounded variation is differentiable at -.

Are there any relation between integral tests and
differentiability?
| believe so, but we start from a simpler case.
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

<+ Weak
2-randomness

< Proof
< Schnorr
randomness

% Computable
function

% Kurtz randomness
 Differentiability
% One implication

Proof

Summary

Versions of integral tests

Characterizing randomness by integral tests

11/30



Weak 2-randomness

Veain thesis Definition 6. A generalized ML-test is a sequence {U,} of
Martin-Lof . 1 :

e uniformly c.e. open sets with lim,, u(U,,) = 0.

VoS 6z A real is weakly 2-random if it passes all generalized
EE  VLtests

2-randomness

% Proof

% Schnorr Theorem 7. TFAE

randomness

& Co.mputable

function ® A real z is weakly 2-random.

< Kurtz randomness

 Differentiability

One implication ® {(z) < oo for all c.e. functions t such thatt(z) < oo a.e.

Proof

® t(z) < oo for all c.e. functions t such that
[ fot(z)dx < co for some order function f.

Summary
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

% Weak
2-randomness

< Schnorr
randomness
% Computable
function

% Kurtz randomness
% Differentiability
% One implication

Proof

Summary

Proof

Theorem 8. A real z is weakly 2-random ifft(z) < oo for all

c.e. functions t such thatt(z) < oo a.e.

Proof. For a decreasing generalized ML-test {U,, }, let
t(x) =sup,{n : z € U,}.
For the converse, let U,, = {z : t(x) > n}.
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Schnorr randomness

Main thesis Definition 9. A Schnorr test is a ML-test such that (U,,) is

Martin-Lof

randomness CompUtab/e UnifOI’m/y in n, and hmn ,U(Un) = 0.
Versions of integral A real is Schnorr random if it passes all Schnorr tests.

tests
<+ Weak

2 andormss Theorem 10. TFAE:

% Proof

randomness .
T ® A real =z is Schnorr random.
function

 Kurtz randomness ® {(z) < oo for all c.e. functions t such that [ t(z)dx is

% Differentiability

% One implication CompUtab/e

Proof

Summary
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Computable function

ma‘” ‘“LeSf‘S The following is a base for the topology of |0, +oo]:
artin-L6
randomness

Versions of integral [O, Q), (p, Q), (p, —I‘OO]

tests
<+ Weak

2-randomness Where p’ q c Q+-

% Proof

# Schnorr Let U; be a computable enumeration of base sets.

randomness

A function ¢ : [0,1] — [0, +o0] is computable if
skrzrandomness ¢ H(U;) = {x : t(x) € U;} are c.e. open uniformly in .

 Differentiability

% One implication Remark 11. The same definition is obtained by considering
2 two computable topological spaces: 1 = ([0,1],,3,v) and

R =[R",7.3,7).

Summary
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Kurtz randomness

Main thesis Definition 12. A real z is Kurtz random (or weakly
Martin-Lof ipony s . . .
randomness 1-random) if it is contained in every c.e. open set with
Versions of integral measure 1.

tests

% Weak

| ondomness Theorem 13. TFAE:

anomes ® A real z is Kurtz random

% Computable -

function

-

e — ® {(z) < oo for all computable functions t such that
 Differentiability

< One implication ft(ac)d:v < Q.

Proof

Summary ® t(z) < oo for all computable functions t such that

[ t(z)dz is computable.
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

% Weak
2-randomness

% Proof
< Schnorr
randomness

% Computable
function

< Kurtz randomness

+ Differentiability

% One implication

Proof

Summary

Differentiability

Corollary 14. TFAE:
® A real 2z is Kurtz random.

® Each non-decreasing computable function f whose
derivative is also computable is differentiable at -.

Proof. Suppose t( ) oo for such a t.

Then f(z) = [, t(y)dy is non-dec. comp.

The der|vat|ve of f IS ¢ and computable.

The f is not differentiable at =.

Suppose there exists such an f not differentiable at =

Let ¢ be the derivative of f. Then ¢(z) = co.

The t is non-negative and computable, and [ t(z)dx = f(1)
IS computable. ]
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One implication

Main thesis Proof (funCtion — teSt)

Martin-Lof

randomness U, {z : t(z) <n}is ac.e. open set with measure 1.

Versions of integral
tests

% Weak
2-randomness

% Proof
< Schnorr
randomness

% Computable
function

«» Kurtz randomness
+ Differentiability

% One implication

Proof

Summary
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

% Proof idea

% Proof idea 2

% Proof P ro of
% Proof 2

% Proof 3

% Proof 4

% Proof 5

Summary
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof

% Proof idea 2
% Proof

% Proof 2

% Proof 3

% Proof 4

% Proof 5

Summary

Proof idea

(test = function)
Let U be a c.e. open set with measure 1.
We divide U into uniformly c.e. open sets {U,, },,>1 such that

p(Un) =27
A
1
4 _
Uy
3
Us
2
Us
1
Uz
0 X
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof

% Proof idea
% Proof

% Proof 2

% Proof 3

% Proof 4

% Proof 5

Summary

Proof idea 2

To make the function computable and so continuous ...

4

A
(8
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Proof

Main thesis Let g : [0, 1] — [0, +o0] be the polyline satisfying the
Martin-Lof .
raidomnoess fO I IOW| ng :
Versions of integral
tests . . n
® the set of endpointsis {1 — 27 : n > 0},
Proof
% Proof idea
% Proof idea 2 ® 9(1 T 2—n) 'z
% Proof 2 -
% Proof 3 g g(l) - 00
< Proof 4 .
% Proof 5 Then ¢ is computable.
Summary Furthermore the integration is also computable.
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof
< Proof idea
% Proof idea 2

% Proof

% Proof 3
< Proof 4
< Proof 5

Summary

bDlPJ________

A~
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Proof 3

Main thesis For each n there uniformly exists FINITE pairs (p;, ¢;) s.t.
Martin-Lof

randomness U\ U, (ps, ¢;) contains only rationals.
A

Versions of integral
tests 18

Proof 4

% Proof idea

% Proof idea 2

% Proof 3
% Proof 2

% Proof 4 2
% Proof 5

Summary

0 Di q;

Then the integration [ ¢(x)dz is computable.
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Proof 4

Main thesis Is the t really computable?

jandomness It suffices to show that t~1([0,¢)),t 1 ((p, q)),t *((p, +c])
Versions of integral are uniformly c.e.

oroof The pairs (p;, ¢;) are at most finite for each n.

 Proof idea Hence we can completely determine ¢~'([0,n)) for each n.
oo ea Then t=1([0,¢)) and t~*((p, q)) are uniformly c.e.

< Proof 2
% Proof 3

< Proof 5

Summary
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Proof 5

e es To compute ¢~*((p, +oc]), pick up n > p and enumerate all
artin-L6 . .

randomness palrS (pz, qz) Unt” n.

Versions of integral Then t maps the complement more than n.

Proof :

% Proof idea
% Proof idea 2
% Proof

% Proof 2

% Proof 3

% Proof 4

Summary
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof

< What we have done

< Future works
< End

Summary
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What we have done

e random integral test differentiability

randomness weak 2-rd. a.e. finite a.e. differentiable

g ot ntegrd Martin-Lof  c.e. bounded variation

Proof computably ? non-dec. or Lipschitz
Summary Schnorr c.e. & comp. int. Lipschitz & comp.

in variation norm

#End Kurtz comp non-dec. & comp. deriv.

® \We characterized some randomness notions in terms
of integral tests.

® We gave a characterization of Kurtz randomness in
terms of differentiability.
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Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof

Summary

< What we have done

< Future works

< End

Future works

® Can we drop "non-decreasing” or replace it with
"Lipschitz” in the characterization of Kurtz
randomness?

® Are there any relation between "c.e.” and "computable
in variation norm” in the characterizations of Schnorr
randomness?

® Can we release computability in the characterization of
ML-randomness or weak 2-randomness?
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End

Main thesis

Martin-Lof
randomness

Versions of integral
tests

Proof

Summary

< What we have done
< Future works

= Thank you!
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