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One line summary

In this talk, we give a uniform-Schnorr-randomness ver-

sion of the equivalence between

A �LR B �� A �LK B.
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Lowness and triviality
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The following are equivalent for a set A � 2�:

(i) A is K-trivial, K(A � n) � K(n) + O(1).

(ii) A is low for Martin-Löf randomness, that is, each

Martin-Löf random set is Martin-Löf random relative

to A.

(iii) A is low for K, that is, K(�) � KA(�) + O(1).

(iv) A is a base for Martin-Löf randomness, that is, A is

Turing reducible to a Martin-Löf random set relative

to A.

(v) And many others.

Many by Nies.
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A �LR B �� MLR(B) � MLR(A),

A �LK B �� KB(�) � KA(�) + O(1).

Kjos-Hanssen, Miller and Solomon (2012) proved that

A �LK B �� A �LR B.

.
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Open cover

Proposition

A �LR B �� each �0
1(A) class G such that µ(G) < 1 is

contained in a �0
1(B) class S such that µ(S) < 1.

6



Theorem (Bienvenu and Miller 2012)

The following are equivalent for a set A � 2�:

(i) A � Low(MLR)

(ii) For every A-left-c.e. summable function f : � � R+,

there exists a left-c.e. summable function g such that

f � g.

f is summable if
�

n f(n) < �.
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The following are equivalent for a set A � 2�:

(i) A is Schnorr trivial, that is, KN (A � n) � KM (n) +

O(1).

(ii) A is low for uniform Schnorr randomness, that is, each

Schnorr random set is Schnorr random uniformly rel-

ative to A. (Franklin and Stephan 2010)

(iii) A is low for u.c.m.m., that is, K(�) � KMA(�)+O(1).

(M. 2011)

(iv) A is a base for uniform Schnorr tests. (M. presented

in the CCR2012)
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Uniform Schnorr randomness
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Definition

A uniform Schnorr test is a computable function f : 2��� �
� such that

• the function �X, n� �� µ(f(X, n)) is computable,

• µ(f(X, n)) � 2�n for all X � 2� and n � �.

The sequence {f(A, n)} of open sets is called a Schnorr test

uniformly relative to A. A set B is called Schnorr random

uniformly relative to A if B ��
�

n UA
n for each Schnorr test

{UA
n } uniformly relative to A.
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Definition

An oracle prefix-free machine M is called a uniformly com-

putable measure machine if X �� µ([[dom(MX)]]) is com-

putable.

Theorem

A set B is Schnorr random uniformly relative to A i�

KMA(B � n) > n � O(1) for all u.c.m.m. M .
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Theorem

The following are equivalent for A, B � 2�:

(i) Every Schnorr random set uniformly relative to B is

Schnorr random uniformly relative to A.

(ii) Every Schnorr test uniformly relative to A is covered

by a Schnorr test uniformly relative to B.

(iii) For each u.c.m.m. M , there exists a u.c.m.m. N such

that
KNB (�) � KMA(�) + O(1).
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(iv) For each strictly bounded and uniformly Schnorr func-

tion g : 2� � � , there is a strictly bounded and

uniformly Schnorr function h : 2� � � such that

g(A) � h(B).

A computable function g : 2� � � is called a uniformly

Schnorr function if X �� µ(g(X)) is computable. A com-

putable function g : 2� � � is called strictly bounded if

supX�2� µ(g(X)) < 1.
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(v) For every computable function f : 2� � � � R+ such

that the function X ��
�

n f(X,n) is computable,

there is a computable function g : 2� � � � R+ such

that the function X ��
�

n g(X, n) is computable and

f(A, n) � g(B, n) for all n.
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(iii)�(ii)�(i) �(iv)�(v)�(iii)

(iii)�(ii)�(i) and (v)�(iii) are not di�cult.

(i)�(iv) can be shown by the usual way.

(iv)�(v) is the hardest direction.
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We identify

2� = 2��� = (2�)� = [0, 1]�.

Let
Bn,� = {X � [0, 1]� : Xn � [0, �)}.

Let f : 2� � � � R+ be a computable function such that

X ��
�

n f(X,n) � 1 is computable. Consider h : 2� � �

defined by

h(X) =
�

n

Bn,f(X,n).

µ(h(X)) = 1 �
�

n

(1 � µ(Bn,f(X,n)) = 1 �
�

n

(1 � f(X, n)).
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log(1 � µ(h(X))) =
�

n

log(1 � f(X, n)).

Then h is a strictly bounded and uniformly Schnorr function.

By (iv), there is a strictly bounded and uniformly Schnorr

function k : 2� � � such that h(A) � k(B).
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One may want to define

g(X, n) = sup{� � [0, 1] : Bn,� � k(X)}.

Unfortunately, this does not work. Instead, we define

g(X,n) = max{� � [0, 1] : µ(Bn,� \ k(X, n)) � 2�n�c}

where k(X, n) is the approximation of k(X) within 2�n�c.

Then g is computable and g(B,n) � f(A, n) because

Bn,f(A,n) � h(A) � k(B),

µ(Bn,f(A,n) \ k(B, n)) � µ(k(B) \ k(B, n)) � 2�n�c.
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µ(
�

n>N

Bn,g(X,n)\k(X,m)) = (1�µ(k(X, m)))µ(
�

n>N

Bn,g(X,n)).

1�
�

n>N

(1�g(X,n)) = µ(
�

n<N

Bn,g(X,n)) � 2�N�c + 2�m�c

�

where
sup

X�2�
µ(k(X)) < 1 � �.
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(vi) For every uniform Schnorr integral test f : 2� � 2� �
R+, there is another uniform Schnorr integral test g

such that f(A, X) � g(B,X) for all X.

f is a uniform Schnorr integral test if f is lower semi com-

putable function and X ��
�
2� f(X, Z)dµ(Z) is computable.

We can show (v)�(vi)�(i) by identifying

� = (2<�)�.
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