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Motivation

B Give Schnorr randomness versions of theorems for M1 -
randomness.

® Why important or interesting?
-> Deep understanding ot the theorems.
-> Unexpected findings.



Question 1

B Question 1.
ML-randomness has characterizations by K and C.
Schnorr randomness by K_M where M 1s a computable
measure machine.
What 1s a Schnorr randomness version of the one by G?

B Answer.
Schnorr randomness has a characterization by G_M
where M 1s a total machine.



Question 2

® Question 2.
Computably-traceable-reducibilitty can be characterized
by relative Schnorr randomness?

(Problem 8.4.22 1n Nies’ book)

B Answer.

Yes.



Question 3

® Question 3.
2-randomness can be characterized by infinitely-otten
maximality of complexity.
Is there a Schnorr randomness version?

B Partial answer.

No.



Schnorr version of C



MIl.-randomness

Definition (Martin-Lof 1966)
X € 2% is ML-random if z & () U, for each ML-test {U,},

i.e., U, is a uniformly c.e. open set with u(U,) < 27™.

Theorem

X is ML-random iff K(X [ n) >n — O(1). (Levin, Schnorr
1973)

X is ML-random iff C(X [ n) >n—K(n)—0(1). (Miller-Yu
2008)



Schnorr randomness

Definition (Schnorr 1971)
X € 2% is Schnorr random if x ¢ () U, for each Schnorr
test {U,}, i.e., {U,} is a ML-test and u(U,) is uniformly

computable.

Theorem (Downey-Griffiths 2004)
X € 2% is Schnorr random iff K, (X [ n) > n — O(1) for
every computable measure machine M, i.e., M is a prefix-

free machine and ) __ Foat 211 is computable.



Schnorr version of C

Theorem (M.)

X is Schnorr random iff, for every computable measure ma-

chine M and every total machine IV, we have

Cn(X [n)>n— Ky(n)—O(1).



Related results
Theorem (Bienvenu-Merkle 2007)

X is Schnorr random iff, for every decidable prefix-free ma-

chine M and every computable order g, we have

Ky (X [n) >n—g(n)—O(1).

Theorem (Holzl-Merkle 2010)

A is Schnorr trivial iff, for every computable order g, there

exists a total machine M such that

Gy Falm <o = OIEL):




Schnorr version ot G-reducibility
e = Y if
C(X [n) < C(Y [ n) +O(1).

Definition
X <;m Y if, for every total machine M, there exists a total

machine /N such that

We come back to this notion later.



Schnorr version of LR



LLR-reducibility

A is low for MLR it every A-ML-random set is ML-random.
A is low for K if K(n) < K*(n) + O(1). These notions are
equivalent.

Theorem (Kjos-Hanssen-Miller-Solomon 2012)

The following are equivalent for X,Y € 2¢:

(i) Every X-ML-random set is Y-ML-random. (X <pgr
Y)
i) K*(n) < K*(n)+0(1). (X <zxY)



Schnorr version of 1LR?

The following are equivalent for A € 2¢:

(i) A is low for Schnorr Randomness.

(ii) A is computably traceable.

(iii) A is low for computable measure machines.

(Terwijn-Zambella 2001, Kjos-Hanssen-Nies-Stephan 2005,

Downey-Greenberg-Mihailovic-Nies 2008)
Nies (Problem 8.4.22 in his book) asked whether the re-

ducibility version of the equivalence between (i) and (ii)

holds.



Definition (Nies)

A <qor1 B if there is a computable order h such that for each
f <7 A there exists p <7 B such that f(n) € Dy, and
' Dyn)| < h(n) for every n.

Theorem (M.)
The following are equivalent for A, B € 2%:

(i) A <¢r B.
(ii) Every Schnorr random set relative to B is Schnorr

random relative to A.



Techniques

B low for tests = low for random (open covering method)

by Bienvenu-Miller 2012

BIR=LK
by Kjos-Hanssen-Miller-Solomon 2012

B low for Schnorr tests = low for c.m.m.
by Bienvenu in arXiv.

B Combine and relativize them, then you get the result!



Schnorr version of vl



K-reducibility

Definition

e o Y it



vlL-reducibility

Definition (Miller-Yu 2008)
X <, Y i, for every Z,

280 2 WIlLiRL — 07 @8 7 & WilDIES,

For X,Y € MLR,

Res )Y s X



C,K implies v,

Theorem (Miller-Yu 2008)

(1) X SK v implies X SvL N
QX < - Y implies X < g Y.



Schnorr versions

Definition (Downey-Griffiths 2004 )
X <gen Y i, for every c.m.m. M, there exists a c.m.m. N

such that

KA v R

Theorem (M. 2011, M.-Rute 2013)
X @Y is Schnorr random iff X is Schnorr random and Y is

Schnorr random uniformly relative to X.



Definition

X <,rs Y ii, for every Z,

XN avieSRi— Y @7 € SE.



Schnorr versions hold

Theorem (M.)

(i) X SSch ¥ impllies X S”ULS Y
EEXe =, Y implies Xi < 5 V.



lechnique

B An extension of Ample Excess LLemma



Theorem (Ample Excess Lemma; Miller-Yu 2008)

S ML andom iff ) 20 0 e o
(ii) If X is ML-random, then

K% ) = eI (m) — O,




An extension ot AEL

Observation

For a machine M, we define a function f; : 2 — R by

Ak il 9 i
n=0

Then, we have

/fM(X)d,u — QM — Z{Q_KM(J) Lo 2<w7 KM(O') = OO}



If U is a universal prefix-free machine, then

Gl

ocedom(U)

and KAZU are ML-random.
If M is a computable measure machine, then {2, and Q M
are computable.

In general, we have
Qp <5 Qum

where <g is Solovay reducibility. The converse does not hold

in general.



Corollary
¥ i Schnorr random iff Y 27 KuXin) - o5 for every

computable measure machine M.



Recall that

= - 2n—KM(an)

Then

_Z Z N — Ku(o) |

n=0 oc&2™"

i Z 2—KM(0)

s



Proposition (M.)

Let X be a Schnorr random set. For every computab.

sure machine M, there exists a uniformly computa

sure machine /N such that

EulXin) s Kaln 06
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Theorem (Miller 2009)

X is 2-random if and only if
KX |[n)>2n+ K(n)—0(1)

for infinitely many n.

(i) Ample Excess Lemma
(ii) © is X-ML-random (low for Q) iff K(n) < K= (n) for
infinitely many n (weakly low for K)



Definition

A set A is weakly low for c.m.m. if, for every u.c.m.m. M,

there exists a c.m.m. [V, such that

Kn(n) < Kpa(n)+ O(1)

for infinitely many n.

Proposition

Every set is weakly low for c.m.m.



Theorem (M.)
For a c.m.m. M, there exists a c.m.m. IV such that, for every

Schnorr random set X,
Ky(X Tn)>2n+ Ky(n) —O(1)

for infinitely many n.



Open question

Is the following notion equivalent to Schnorr randomness?

For every total machine M,

Cu(X In)>n—0(1)

for infinitely many n.



Summary

B We looked at Schnorr-randomness versions of some
theorems on ML-randomness.

® Because of non-universality, we should take care about
the dependency on the machine, which (may) deepen the
understanding.

® Hierarchy of Schnorr randomness?



® ['hank you for histening.



