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Motivation

Give Schnorr randomness versions of  theorems for ML-
randomness. 

Why important or interesting?  
-> Deep understanding of  the theorems. 
-> Unexpected findings.



Question 1

Question 1. 
ML-randomness has characterizations by K and C.  
Schnorr randomness by K_M where M is a computable 
measure machine.  
What is a Schnorr randomness version of  the one by C? 

Answer.  
Schnorr randomness has a characterization by C_M 
where M is a total machine.



Question 2

Question 2. 
Computably-traceable-reducibilitiy can be characterized 
by relative Schnorr randomness? 
(Problem 8.4.22 in Nies’ book) 

Answer.  
Yes.



Question 3

Question 3. 
2-randomness can be characterized by infinitely-often 
maximality of  complexity.  
Is there a Schnorr randomness version? 

Partial answer.  
No.



Schnorr version of  C



ML-randomness



Schnorr randomness



Schnorr version of  C



Related results



Schnorr version of  C-reducibility



Schnorr version of  LR



LR-reducibility



Schnorr version of  LR?





Techniques
low for tests = low for random (open covering method)  
by Bienvenu-Miller 2012 

LR = LK  
by Kjos-Hanssen-Miller-Solomon 2012 

low for Schnorr tests = low for c.m.m.  
by Bienvenu in arXiv. 

Combine and relativize them, then you get the result!



Schnorr version of  vL



K-reducibility



vL-reducibility



C,K implies vL



Schnorr versions





Schnorr versions hold



Technique

An extension of  Ample Excess Lemma





An extension of  AEL

















Open question



Summary

We looked at Schnorr-randomness versions of  some 
theorems on ML-randomness. 

Because of  non-universality, we should take care about 
the dependency on the machine, which (may) deepen the 
understanding. 

Hierarchy of  Schnorr randomness?



Thank you for listening.


